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recurrent neural networks



  

so far our neural networks have all had connections leading 
from inputs to outputs as we process information...



  

“feed-forward”
connection



  

“recurrent”
connection



  

“recurrent”
connection

these horizontal
connections let us

incorporate
information from
past inputs when

creating our
current output  



  

“recurrent”
connection

and this information
is already processed

by this layer, 
so it is in the 

compressed latent
(hidden) representation 



  



  

now we can account for dependencies over time
(we have memory!)



  

unfortunately, when the gap between a desired output
and the inputs that inform that decision grows large,

it is difficult to trade off the infusion of new observations
with the maintenance of our existing stored information



  

long short-term memory networks
(LSTMs)



  

if we zoom in on a recurrent node, it might look like this...



  

with a more clever internal structure, we can learn weights
that will explicit balance new and old information



  

The most important part of this idea, is the cell state (C) 
that maintains the current memory representation

(with some additions or subtractions to it by this node)



  

this is like the idea of residual nets, where we are learning 
the changes to a state, rather building it again from inputs



  

the first possible modification to cell state is
learning which information to forget

(based on inputs from your new observation x
t

and the previous hidden representation h
t-1

)



  

then we learn what information to add to the cell state
(again based on inputs from your new observation x

t

and the previous hidden representation h
t-1

)



  

finally, we use the cell state to compute
the local hidden state for this node

(to be passed on to the following node in the time series
and also to the next layer in the network)



  

putting all of this together gives us our LSTM structure

as you can tell there are more weights to learn,
but as a result the network are extremely powerful!



  

http://karpathy.github.io/2015/05/21/rnn-effectiveness/

this leads to some fun examples!



  

e.g. next-letter language prediction/completion



  

next-word language prediction/completion
(e.g. Shakespeare)



  

next-word language prediction/completion
(e.g. Wikipedia text)



  

next-word language prediction/completion
(e.g. Wikipedia markup)



  

next-word language prediction/completion
(e.g. Wikipedia XML)



  

next-word language prediction/completion
(e.g. LaTeX)



  

next-word language prediction/completion
(e.g. C from Github)



  



  



  



  

e.g. eye saccades in visual domains



  

e.g. video captioning



  



  



  



  

https://deepmind.com/blog/wavenet-generative-model-raw-audio/



  

neural Turing machines
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