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recurrent neural networks



so far our neural networks have all had connections leading
from inputs to outputs as we process information...
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“recurrent”
connection
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“recurrent”
connection

these horizontal
connections let us
Incorporate
information from
past inputs when
creating our
current output
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“recurrent”
connection

and this information
is already processed
by this layer,
SO it is in the
compressed latent
(hidden) representation
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now we can account for dependencies over time
(we have memory!)
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unfortunately, when the gap between a desired output
and the inputs that inform that decision grows large,
it is difficult to trade off the infusion of new observations
with the maintenance of our existing stored information
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long short-term memory networks
(LSTMs)



if we zoom in on a recurrent node, it might look like this...
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with a more clever internal structure, we can learn weights
that will explicit balance new and old information
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The most important part of this idea, is the cell state (C)
that maintains the current memory representation
(with some additions or subtractions to it by this node)



this is like the idea of residual nets, where we are learning
the changes to a state, rather building it again from inputs



the first possible modification to cell state is
learning which information to forget
(based on inputs from your new observation x

and the previous hidden representation h_,)
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then we learn what information to add to the cell state
(again based on inputs from your new observation x

and the previous hidden representation h_)




finally, we use the cell state to compute
the local hidden state for this node
(to be passed on to the following node in the time series
and also to the next layer in the network)




putting all of this together gives us our LSTM structure

as you can tell there are more weights to learn,
but as a result the network are extremely powertul!
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this leads to some fun examples!

http://karpathy.github.io/2015/05/21/rnn-effectiveness/



e.g. next-letter language prediction/completion

target chars:

output layer

hidden layer

input layer

input chars:
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next-word language prediction/completion
(e.g. Shakespeare)

PANDARUS :

Alas, I think he shall be come approached and the day
When little srain would be attain'd into being never fed,
And who is but a chain and subjects of his death,

I should not sleep.

Second Senator:

They are away this miseries, produced upon my soul,
Breaking and strongly should be buried, when I perish
The earth and thoughts of many states.

DUKE VINCENTIO:
Well, your wit is in the care of side and that.

Second Lord:

They would be ruled after this chamber, and

my fair nues begun out of the fact, to be conveyed,
Whose noble souls I'll have the heart of the wars.

Clown:
Come, sir, I will make did behold your worship.

VIOLA:
I'll drink it.



next-word language prediction/completion
(e.g. Wikipedia text)

Naturalism and decision for the majority of Arab countries' capitalide was grounded
by the Irish language by [[John Clair]], [[An Imperial Japanese Revolt]], associated
with Guangzham's sovereignty. His generals were the powerful ruler of the Portugal
in the [[Protestant Immineners]], which could be said to be directly in Cantonese
Communication, which followed a ceremony and set inspired prison, training. The
emperor travelled back to [[Antioch, Perth, October 25|21]] to note, the Kingdom

of Costa Rica, unsuccessful fashioned the [[Thrales]], [[Cynth's Dajoard]], known

in western [[Scotland]], near Italy to the conquest of India with the conflict.
Copyright was the succession of independence in the slop of Syrian influence that
was a famous German movement based on a more popular servicious, non-doctrinal

and sexual power post. Many governments recognize the military housing of the
[[Civil Liberalization and Infantry Resolution 265 National Party in Hungaryl],

that is sympathetic to be to the [[Punjab Resolution]]

(PJS) [http://www.humah.yahoo.com/quardian.

ctm/7754800786d17551963s89.htm Official economics Adjoint for the Nazism, Montgomery
was swear to advance to the resources for those Socialism's rule,

was starting to signing a major tripad of aid exile.]]



next-word language prediction/completion
(e.g. Wikipedia markup)

{ { cite journal | id=Cerling Nonforest Department|format=Newlymeslated|none } }
"'www.e-complete''.

""'See also''': [[List of ethical consent processing]]

== See also ==
*[[Iender dome of the ED]]
*[[Anti-autism]]

===[ [Religion|Religion] ]===
*[[French Writings]]
*[[Maria]]

*[[Revelation] ]

*[ [Mount Agamul]]

== External links==
* [http://www.biblegateway.nih.gov/entrepre/ Website of the World Festival. The labour

==External links==
* [http://www.romanology.com/ Constitution of the Netherlands and Hispanic Competition



next-word language prediction/completion
(e.g. Wikipedia XML)

<page>
<title>Antichrist</title>
<id=865</id=>
<revision>
<id>15900676</1id>
<timestamp>2002-08-03T18:14:12Z</timestamp>
<contributor>
<username>Paris</username=
<id=23</id>
</contributor>
<minor />
<comment>Automated conversion</comment>
<text xml:space="preserve">#REDIRECT [[Christianity]]</text>
</revision=
</page>



next-word language prediction/completion
(e.g. LaTeX)

For @, . Where £, = 0, hence we can fnd & closed subset H in M and
any sels F on X, U7 s s closed jmnersion of 5, then 7 — T s s separated algebraic
bl (5 LR BN
Froof, Proof of (1). It also start we get

8 =8paciR)=U xx U xx Il
and the comparicaly in the fibre product covering we have to prove the lemma
generated by [[£ =y L° — V. Consider the maps M along the set of points
Schpppr and {7 — I7 iz the fibre category of 5 in [T in Sectbon, 77 and the fact that
any U affine, see Morphisms, Lemma 77, Hence we obtain a scheme 5 and any
apen sihaet P < U5 in ShG) such that Spec( ') =+ 5 B smooth or an

r=| |t xa, U,
which has a nonzero morphism we may assuns: that s of Anite presentation over
5. We claim that Oy , is a scheme where o, ', 5" € 5 such that Ox o = ¥, . i5
separated. By Algebra, Lemma 77 we can define 8 map of complexes GLg 2/ 8")
and we win, L

To prove atwdy we see that Fly Is a covering of A7, and T; s an object of Fy s for
i > 0 and F, exists and let F; be a presheaf of O'y-modules on C as & F-module.
In particular F = U7/ F we have to show that

M* = T* @gpecqs) D50 — i F)
i2 @ unbque morphism of algebraie stacks, Mote that

Arrows = {.q-lllr.l.ll"ﬁ'_:lm‘r. {5l F) fpnr

and

V =T(5.0) — ([, 5pec(A))
is an open subset of X, Thos [7 is affine. This 5 a contimmons map of X is the
iverse, the groupoid scheme 5.
Proof. See discussion of sheaves of sets. i

The result for prove any open covering follews from the less of Example T7. It may
replace 5 D Xooenes srale Which gives an open subspace of X and T equal to 5z,
see Descent, Lemma 77, Namely, by Lemma 77 we see that B 1= geometrically

Lemma 0.1, Asswme (3 and (3} by the consfruction n the descreplion.,

Suppose X = lim | X| {by the formal open covering X and a single map Fm_,l",[,.-ﬂ_] =
SpeclB) over U7 compalitde with the compler ;

JetlA) =T(X,0x 0,)-

When m ths case of lo show Mt @ — ':.E'_.".‘IZ i sballe wnder the followdng sl
in the second conditions of (1), and (%), This finishes the proof. By Definition 77
Fwithout element is when the closed subschemes are catenary. If T i3 surjective we
rury essume eal T 15 connected aeth residue felds of 5. Worcover there erisis o

closed subspace 2 C X of X where IV in X" is proper (some defining as o closed
subsef of the unigueness it suffices fo check: the fact that the following theorem

(1) f is locally of finite type. Since § = Spec( ) and ¥ = Spec( ).

Proof. This is form all sheaves of sheaves on X, But given a schome [ and &
surjective étale morphism If — X, Let Ul =[[._, U, be the scheme X over
& at the schemes X; — X and U = limy X;. Ll

The following lemma sutjective restrocomposes of this implies that F,, = . =
Fx...0

Lemma 0.2. Let X be a locolly Noetherian scheme over 5, E = Fypg. St I =
J C I, Since I" C I™ are nonzero over i < p is a subset of T,y o Ay works.

Lemma 0.3, fn Sitwation 77, Henee we may essume q' =0,

Proof. We will use the property we see that p is the et fonctor (77). On the
other hand, by Lemma 77 we see that

DOy ) = Ox(D)
where K is an F-algebra where é,,4) is a scheme over 5. O




next-word language prediction/completion
(e.g. C from Github)

static void action_new_function(struct s stat info *wb)
{
unsigned long flags;
int lel idx bit = e->edd, *sys & ~((unsigned long) *FIRST COMPAT);
buf[0] = OxFFFFFFFF & (bit << 4);
min(inc, slist-=bytes);
printk(KERN WARNING "Memory allocated %02x/%02x, "
"original MLL instead\n"),
min{min(multi run - s->len, max) * num data in),
frame pos, sz + first seg);
div_u64 w(val, inb p);
spin _unlock(&disk->queue lock);
mutex unlock(&s->sock->mutex);
mutex unlock(&func->mutex);
return disassemble(info->pending bh});

}

static void num_serial_settings(struct tty struct *tty)
{
if (tty == tty)
disable single st p(dev);
pci disable spool(port);
return 0;

}

static void do_command(struct seq file *m, void *v)

{
int column = 37 << (cmdl?1 & BOxBA) -



The evolution of samples while training

First, it's fun to look at how the sampled text evolves while the model trains. For example, | trained an LSTM of
Leo Tolstoy's War and Peace and then generated samples every 100 iterations of training. At iteration 100 the
model samples random jumbles:

tyntd-iafthatawiaoihrdemot 1Llytdws e ,tfti, astai f ogoh eoase rrranbyne 'nhthnee e
plia tklrgd t o idoe ns,smtt h ne etie h,hregtrs nigtike,aoaenns 1lng

However, notice that at least it is starting to get an idea about words separated by spaces. Except sometimes it
inserts two spaces. It also doesn't know that comma is amost always followed by a space. At 300 iterations we
see that the model starts to get an idea about quotes and periods:

"Tmont thithey" fomesscerliund

Keushey. Thom here

sheulke, anmerenith ol sivh I lalterthend Bleipile shuwy fil on aseterlome
coaniogennc Phe lism thond hon at. MeiDimorotion in ther thize."



At iteration 1200 we're now seeing use of quotations and question/exclamation marks. Longer words have now
been learned as well:

"Kite wvouch!" he repeated by her
door. "But I would be done and quarts, feeling, then, son is people....’

Until at last we start to get properly spelled words, guotations, names, and so on by about iteration 2000:

"Why do what that day," replied Natasha, and wishing to himself the fact the
princess, Princess Mary was easier, fed in had oftened him.
Pierre aking his soul came to the packs and drove up his father-in-law women.

The picture that emerges is that the model first discovers the general word-space structure and then rapidly
starts to learn the words; First starting with the short words and then eventually the longer ones. Topics and
themes that span multiple words (and in general longer-term dependencies) start to emerge only much later.



The words are now also separated with spaces and the model starts to get the idea about periods at the end of a
sentence. At iteration 500:

we counter. He stutn co des. His stanted out one ofler that concossions and was
to gearang reay Jotrets and with fre colt otf paitt thin wall. Which das stimn

the model has now learned to spell the shortest and most common words such as “we”, "He", "His", “Which",
“and”, etc. At iteration 700 we're starting to see more and more English-like text emerge:

Aftair fall unsuch that the hall for Prince Velzonski's that me of
her hearly, and behs to so arwage fiving were to it beloge, pavu say falling misfort
how, and Gogition is so overelical and ofter.



e.g. eye saccades in visual domains




e.g. video captioning

Input Visual Sequence  Output
Features Learning

$

1 1 I i-':‘yT

_ong-term Recurrent Convolutional Networks for
Visual Recognition and Description

Jeff Donahue, Lisa Anne Hendricks, Marcus Rohrbach, Subhashini Venugopalan, Sergio Guadarrama,
Kate Saenko, Trevor Darrell
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https://deepmind.com/blog/wavenet-generative-model-raw-audio/



neural Turing machines



External Input External Output

NS

Controller
B
Read Heads | ‘ Write Heads
Memory

Figure 1: Neural Turing Machine Architecture. During each update cycle, the controller
network receives inputs from an external environment and emits outputs in response. It also
reads to and writes from a memory matrix via a set of parallel read and write heads. The dashed
line indicates the division between the NTM circuit and the outside world.
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