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unsupervised learning continued… 



  



  



  



  



  



  



  



  



  



  



  

learning word embeddings with word2vec



  

we want to learn to associate nearby words



  

we can predict context around a given word



  

or predict the word, given it's surrounding context

compressed 
hidden (latent)

feature representation



  

if we plot the latent representation vectors 
in a lower dimensional space... 



  



  



  

amusing
word2vec 
analogies



  



  

associative unsupervised learning



  



  

Hebbian learning



  



  



  

auto-associative learning
(Hopfield network)



  

t=0 t=1 t=2 t=3 t=4 t=5 t=6 t=7 t=8 t=9

auto-associative learning
(Hopfield network)



  



  



  



  



  



  

unsupervised clustering



  

simple, but widely helpful

there are lots of types of clustering algorithms
(e.g. hierarchical clustering, self organizing maps)

but the one we will introduce here is
K-means clustering, because it is the simplest

(and it's surprisingly effective in practice)



  

Step 1:
choose a number of classes (k), 

and randomly assign all points to one of the classes



  

Step 2:
average the position of all of the points in a given class

to find that class' centroid (mean features representation)



  

Step 3:
re-assign each point to the closest centroid 



  

Step …
 repeat centroid and point assignment 



  

Step …
repeat centroid and point assignment

until a steady state is reached (no assignments change) 



  

you now have the optimal greedy point 
assignments for that number of clusters

but you did have to choose the number of 
clusters, which may not be obvious



  

how many clusters are here?



  



  



  

k-means is cheap and fast, so let's try 
a range of values, and look for a good 

trade-offs between classification
and number of classes



  

since we are doing arithmetic in the feature space,
having good features and preprocessing your data

is extremely important to your outcomes
(just like it was in KNN)

but we'll cover this after break… 
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