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deep reinforcement learning!
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learning value networks



  



  

before (in our reinforcement learning lecture) 
we represented the value of a state ( V(s) )
or the value of state-action pair ( Q(s,a) )

as a table with a different entry for
every possible state in our game



  

current value (V
k
) for a random policy

k=3

0.0 -1.75 -2.0 -2.0

-1.75 -2.0 -2.0 -2.0

-2.0 -2.0 -2.0 -1.75

-2.0 -2.0 -1.75 0.0

k=2

0.0 -2.4 -2.9 -3.0

-2.4 -2.9 -3.0 -2.9

-2.9 -3.0 -2.9 -2.4

-3.0 -2.9 -2.4 0.0

greedy policy (π
k
) for a this value function



  

but this falls apart if we have many states
(e.g. complex games, or continuous actions)

unfortunately this happens to be most scenarios

so we'll apply the same ideas, but now build
a continuous function from features to values

this function will be a neural network!



  



  



  



  



  



  



  

          



  



  



  



  



  



  



  


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25

