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deep learning architectures cont.



  



  



  



  

VGG (2014)



  



  



  



  



  



  



  



  



  

most network architecture are designed by hand

but there are efforts to optimize the topologies as well...



  



  



  



  



  

moral of the story, the deeper the better…

so why haven't neural networks always been deep?

it's not easy… turns out deep neural network
have problems that shallow ones don't



  

recent tips and tricks for going deep!



  

with so many parameters,
deep neural networks have the potential

to overfit to the training data



  

dropout (2014)

only use a random subset of weights
for each forward/backwards pass



  

helps prevent overfitting, with relatively little determent to
learning or performance (given a big enough network)



  

helps prevent overfitting, with relatively little determent to
learning or performance (given a big enough network)



  

with so many layers,
error signals may similarly be continually decreased

by each layer during backpropogation,
leading to vanishings gradients!

this problem is especially bad when activations
are extreme (very high or very low)



  

tanh(x) activation function, and its derivative

for activation values at the extremes, derivative is small!
(this is less of a problem when inputs are around 0,

but all are ≤ 1, i.e. shrinking error signal) 



  

to complicate things further… error signals are strongest 
near the outputs, but layers must be built up from inputs first



  

for a mini-batch of 
training examples,

normalize (scale 
and shift) all of the 
inputs at each layer 

(i.e. so they are 
centered around 0)

batch normalization (2015)



  

ResNets (2015) help to overcome this problem too 
by calculating the residual (difference)
between activation layers, which tend

to be centered around 0 



  

rectified linear unit activation function, and its derivative

ReLu activation function (2000… popularized around 2015)

constant derivative 
for positive 

activations reduces 
vanishing gradients 

(and activations)

removal of negative 
activations creates 
non-linearity, but...

zero gradient for 
negative activations 
disallows learning 

on inhibitory 
activations



  

as an aside… why do we even need non-linearities?
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condenses to the 
equivalent of
a single layer!

with non-linearity: without non-linearity:
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