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sample exam posted

2 weeks until project half-way check-in

paper readings

withdraw deadline this week!



  

many slides today borrowed 
from Xavier Giro-i-Nieto

(sorry for lack of pixels… )



  

end-to-end differentiable!



  



  

neural networks have been around for decades – why now?

recent advances in deep learning are due to:

huge labeled datasets

deeper and deeper architectures

some simple, but clever, tricks to better train these networks



  

demo! …?



  

yosinski.com/deepvis



  

huge labeled datasets



  



  



  



  

MNIST
(Modified National Institute of Standards and Technology)

60,000 training, 10,000 testing



  

20 classes. The train/val 
data has 11,530 images 
containing 27,450 ROI 
annotated objects and
6,929 segmentations.



  

Caltech 256

(256 object categories, 30607 images)



  

and many more… 

including industrial datasets

(e.g. Netflix Prize – $1,000,000 prize to create rating 
prediction algorithm better than Netflix's current best)

Kaggle.com

Data.gov

...



  

deeper and deeper architectures
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