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perceptron as logical opperator
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but how do we learn these weights?



  

sum of products 
can be written as 
the dot product of 
vectors! (w ◦ x)



  

the perceptron (and artificial neuron) are the
same as our logistic regression example!

from last class (logistic regression):
y = logistic(w ◦ x)

neural network activation update:
y = sigmoid(w ◦ x)

(the sigmoid is a type of logistic function)



  

with neural networks, we can stack predictors on top 
of each other in layers (to make them “deep”)!

this allows us to predict which classes of high-level 
features might be present based on which lower-level

(less abstract) features we believe to be present

but at each layer in this stack,
we just have a logistic classification problem,
so we can still find its derivative and perform

supervised learning on it (like we've already done)!



  



  



  



  



  

“feedforward” artificial neural network



  



  

backpropogation



  

e.g.   x = [0.05, 0.10], y = [0.01, 0.99]

https://mattmazur.com/2015/03/17/a-step-by-step-backpropagation-example



  

e.g.   x = [0.05, 0.10], y = [0.01, 0.99]



  

terminology in this example… 
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