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loday: uncertainty and
orobability

e Goals:

e Get familiar with probability notation




Ch. 13: Uncertainty

 Uncertainty is pervasive in the world
e e.g. diagnosing an illiness

» Goal: maximize expected utility/value

U




Bayesian Statistics

e Very important in Al

e Allow you to have prior knowledge about the
WYeltle




Bayesian Statistics

e Priors
* belief before seeing evidence
e - e.g. most phones don’t have cameras (belief in 2000)

“» aka “unconditional probabilities” or “prior

(RS S 2




Bayesian Statistics

e Prior

 P(two dice sumto 12) = 7?7

 Read: the probabillity that two dice sum to 12




Conditional probabilities

Mathematically speaking, conditional probabilities are defined in terms of uncondi-
tional probabilities as follows: for any propositions a and b, we have

P(aAD)
Pb)
which holds whenever P(b) > 0. For example,

, . P(doubles N\ Dies =5)
P(doubles | Die; =5) = . :
( ouses I *1 5) P(D’I;(il — 5)

The definition of conditional probability, Equation (13.3), can be written in a different
form called the product rule:

P(aAb) = P(a|b)P(b),

P(a|b) = N means “and” (13.3)

The product rule i1s perhaps casier to remember: it comes from the fact that, for @ and b to be

true, we need b to be true, and we also need a to be true iiven b.



Notation

e Capital letters indicate the Variable
* e.9. Weather
* Lowercase letters indicate a value/instance of that variable

e e.9. Weather = sunny (sometimes abbreviated as just

P(cavity | —toothache N teen) = 0.1




Vlore notation

P( Weather)= (0.6,0.1,0.29,0.01)

e Bolded letter Is a vector

* Bolded P over two variables indicates all possible
combinations of values over those variables

P( Weather, Cavity)

e 4 x 2 table if there are 4 possible weather
conditions and cavity is a binary random variable

P(sunny, cavity) Rl alehilgleRElagle=iel P (sunny A cavity)




Joint Distribution

Figure 13.3 A full joint distribution for the Toothache, Cavity, Catch world.

e Three Boolean random variables
e \alues sum to 1

 P(~toothache)?



Marginalization

Figure 13.3 A full joint distribution for the Toothache, Cavity, Catch world.

 P(~toothache)”?

* (called the "unconditional probability” or
‘marginal probability™)



Marginalization

Figure 13.3 A full joint distribution for the Toothache, Cavity, Catch world.

 P(~toothache)?

* (called the “unconditional probability” or
“marginal probability”)

* P(~toothache) = 0.072+0.008+0.144+0.576= .8



Marginalization

Figure 13.3 A full joint distribution for the Toothache, Cavity, Catch world.

¢ P(~toothache A catch) 7



Marginalization

Figure 13.3 A full joint distribution for the Toothache, Cavity, Catch world.

» P(~toothache » catch) = 0.072+0.144= 0.216



Bayesian Statistlcs

P(cavity | toothache) =

_\ toothache | —toothache

I N T T S
- cavity || 0.108 0012 | 0072 0.008

| 0.016 0.064 \ 0.144 0.576

Figure 13.3 A full joint distribution for the Toothache, Caovity, Catch world.




Bayesian Statistics

P(cavity N toothache)

Pleavity | toothache) = ——5  hache)

_I toothache | —toothache

I I e N R
- cavity || 0.108 0012 | 0072 0.008
- —cavity | 0.016 0.064 | 0.144 0.576

Figure 13.3 A full joint distribution for the Toothache, Caovity, Catch world.




Bayesian Statistics

P(cavity | toothache)

P(cavity N toothache)

P(toothache)

0.108 4 0.012

0.108 + 0.012 + 0.016 + 0.064

0.6 .

toothache —toothache
catch ~catch catch —catch
cavity 0.108 0.012 0.072 0.008
—cavity 0.016 0.064 0.144 0.576
Figure 13.3 A full joint distribution for the Toothache, Caovity, Catch world.




Bayesian Statistics

P(cavity N toothache)

P(cavity | toothache) P(toothache)

0.108 4 0.012

0.108 + 0.012 + 0.016 + 0.064

Just to check, we can also compute the probability that there 1s no cavity, given a toothache:
P(—cavity A toothache)

P(—cawity | toothache) =

P(toothache)

B 0.016 + 0.064 o4

~ 0.108 +0.012 + 0.016 +0.064

toothache —toothache

catch —catch catch —catch
cavity 0.108 0.012 0.072 0.008

—cavity 0.016 0.064 0.144 0.576
Figure 13.3 A full joint distribution for the Toothache, Caovity, Catch world.




Bayesian Statistics

P(cavity N toothache)

P(toothache)
0.108 4+ 0.012

0.108 + 0.012 + 0.016 + 0.064

Just to check, we can also compute the probability that there 1s no cavity, given a toothache:
P(—cavity A toothache)

Why divide by
P(toothache)?

P(cavity | toothache)

P(—cavity | toothache) =

P(toothache)

B 0.016 + 0.064 o4

~ 0.108 +0.012 + 0.016 +0.064

toothache —toothache

catch —catch catch —catch
cavity 0.108 0.012 0.072 0.008

—cavity 0.016 0.064 0.144 0.576
Figure 13.3 A full joint distribution for the Toothache, Caovity, Catch world.




Bayesian Statistics

| P(cavity N toothache) Why divide by
P(cavity | toothache) = ~ Pltoothache) P(toothache)?

* In the world where we have a toothache, probabilities still need to sum to 1.

* P(cavity N toothache) = 0.108 + 0.012 = 0.12
» P(~cavity N toothache) = 0.016 + 0.064 = 0.08
e 0.12 and 0.08 are the right relative proportions, but they don't sum to 1.

* Thus, 1/P(toothache) functions as a normalization constant

Figure 13.3 A full joint distribution for the Toothache, Cavity, Catch world.



Bayesian Statistics

e Such normalization constants will be denoted by «

* Note: you can calculate P(Cavity | toothache) without
separately calculating P(toothache)

P(Cavity | toothache) = aP(Cavity, toothache)
= «[P(Cavity, toothache, catch) + P( Cavity, toothache, —catch)]

— «[(0.108,0.016) + (0.012, 0.064)] = « (0.12,0.08) = (0.6,0.4) .




Conditioning

P(Y) =) P(Y|z)P(z). (13.8)

This rule is called conditioning. Marginalization and conditioning turn out to be useful rules
for all kinds of derivations involving probability expressions.

 P(cavity), where z = <catch, !catch>"

_‘ toothache | —toothache

T we | aw | aw | am
- cavity || 0.108 0012 | 0072 0.008

| 0.016 0.064 | 0.144 0.576

Figure 13.3 A full joint distribution for the Toothache, Cavity, Catch world.




Conditioning P(Y)=> P(Y|2)P(z)

Figure 13.3 A full joint distribution for the Toothache, Cavity, Catch world.

« P(cavity) = P(cavity|catch)*P(catch) + P(cavity|!catch)*P(Icatch)

» P(cavity|catch) =



Conditioning P(Y)=> P(Y|2)P(z)

Figure 13.3 A full joint distribution for the Toothache, Cavity, Catch world.

» P(cavity) = P(cavity|catch)*P(catch) + P(cavity|!catch)*P(!catch)
» P(cavity|catch) = (.108+.072)/(.108+.016+.072+.144) = .53

» P(cavity|lcatch) =



Conditioning P(Y)=> P(Y|2)P(z)

Figure 13.3 A full joint distribution for the Toothache, Cavity, Catch world.

» P(cavity) = P(cavity|catch)*P(catch) + P(cavity|!catch)*P(!catch)
» P(cavity|catch) = (.108+.072)/(.108+.016+.072+.144) = .53
» P(cavity|lcatch) = (.012+.008)/(.012+.008+.064+.576) = .03

e P(catch) =



Conditioning P(Y)=> P(Y|2)P(z)

Figure 13.3 A full joint distribution for the Toothache, Cavity, Catch world.

» P(cavity) = P(cavity|catch)*P(catch) + P(cavity|!'catch)*P(!catch)
» P(cavity|catch) = (.108+.072)/(.108+.016+.072+.144) = .53

» P(cavity|!catch) = (.012+.008)/(.012+.008+.064+.576) = .03

e P(catch) = .108+.016+.072+.144 = .34

 P(lcatch) =



Conditioning P(Y)=> P(Y|2)P(z)

Figure 13.3 A full joint distribution for the Toothache, Cavity, Catch world.

» P(cavity) = P(cavity|catch)*P(catch) + P(cavity|!'catch)*P(!catch)
 P(cavity|catch) = (.108+.072)/(.108+.016+.072+.144) = .53

» P(cavity|!catch) = (.012+.008)/(.012+.008+.064+.576) = .03

e P(catch) =.108+.016+.072+.144 = .34

* P(lcatch) =.012+.064+.008+.57/6 = .66

o P(cavity) =



Conditioning P(Y)=> P(Y|2)P(z)

Figure 13.3 A full joint distribution for the Toothache, Cavity, Catch world.

» P(cavity) = P(cavity|catch)*P(catch) + P(cavity|!'catch)*P(!catch)
 P(cavity|catch) = (.108+.072)/(.108+.016+.072+.144) = .53

» P(cavity|!catch) = (.012+.008)/(.012+.008+.064+.576) = .03

e P(catch) =.108+.016+.072+.144 = .34

* P(lcatch) =.012+.064+.008+.57/6 = .66

e P(cavity) = .53*.34+.03*.66 = .2



Conditioning P(Y)=> P(Y|2)P(z)

Figure 13.3 A full joint distribution for the Toothache, Cavity, Catch world.

» P(cavity) = P(cavity|catch)*P(catch) + P(cavity|!'catch)*P(!catch)
 P(cavity|catch) = (.108+.072)/(.108+.016+.072+.144) = .53

» P(cavity|!catch) = (.012+.008)/(.012+.008+.064+.576) = .03

e P(catch) =.108+.016+.072+.144 = .34

* P(lcatch) =.012+.064+.008+.57/6 = .66

e P(cavity) = .53*.34+.03*.66 = .2



Full Joint Distributions

o Entry for every combination of random variables

e \What is the size of the table for N boolean
variables”

_\ toothache | —toothache

T we | aw | aw | am
. cavity || 0.108 0012 | 0072 0.008

| 0.016 0.064 | 0.144 0.576

Figure 13.3 A full joint distribution for the Toothache, Cavity, Catch world.




Full Joint Distributions

* Entry for every combination of random variables
* Does not scale

* (2AN) for boolean variables, much worse for non!

_\ toothache | —toothache

T we | aw | aw | am
. cavity || 0.108 0012 | 0072 0.008

| 0.016 0.064 | 0.144 0.576

Figure 13.3 A full joint distribution for the Toothache, Cavity, Catch world.




iIndependence

Cavity
Toothache Catch
Weather

decomposes | ‘ deCO.mpnseS
Into < 5 Into \

Cavity
Toothache  Catch Cerees
(a) (b)

Figure 13.4 Two examples of factoring a large joint distribution into smaller distributions.
using absolute independence. (a) Weather and dental problems are independent. (b) Comn
flips are independent.




